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ABSTRACT
Automated communication systems are increasingly common in mobile and ehealth contexts. 
Yet, there is a reason to believe that some high-risk segments of the population might be prone 
to avoid automated systems even though they are often designed to reach these groups. To 
facilitate research in this area, avoidance of automated communication (AAC) is theorised – 
and a measurement instrument validated – across two studies. In study 1, an AAC scale was 
found to be unidimensional and internally reliable as well as negatively correlated with comfort, 
perceptions, and intentions to use technology. Moreover, individuals with social phobia had 
lower AAC scores which was consistent with the idea that they preferred non-human interaction 
facilitated by automated communication. In study 2, confirmatory factor analysis supported the 
unidimensional structure of the measure and the instrument once again proved to be reliable. 
Individuals with lower AAC had greater intentions to utilise automated communication, EHRs, 
and an automated virtual nurse programme. AAC is a disposition that predicts significant 
variance in intentions and comfort with various automated communication technologies. 
Avoidance increases with age but may be mitigated by systems that allow participants to opt-
out or immediately interact with a live person.

1. Do some people avoid automated 
communication technologies? Validating an 
avoidance of automated communication (AAC) 
scale

The information age began in the 1950s with the intro-
duction of computer technology. Rogers (1986) noted 
that one component of the industrial age that contin-
ued to flourish during the information age was auto-
mation. Automation is a challenging term to define, but 
most agree that it is the use of machines “to execute or 
help execute physical operations, computational com-
mands or tasks” (Nof, 2009, p. 43), such as automated 
nurse rostering (Mihaylov, Smet, Van Den Noortgate, 
& Vanden Berghe, 2016), automated writing evaluation 
(e.g., Roscoe, Wilson, Johnson, & Mayra, 2017), virtual 
research assistants (e.g., Hasler, Tuchman, & Friedman, 
2013), automated bots (e.g., Clément & Guitton, 2015; 
Edwards, Beattie, Edwards, & Spence, 2016), and 
automated health systems (e.g., Farzanfar, Frishkopf, 
Friedman, & Ludena, 2007). Rogers observed that dur-
ing the information age automation was materialising 
in new arenas, including communication. For example, 

automated teller machines (ATMs) blurred the bound-
aries between interpersonal and mass communication, 
and led Rogers to speculate that automated communica-
tion technologies (ACTs) would rapidly increase in the 
decades ahead and that understanding the adoption and 
use of such technologies would become a central part of 
communication research (Rogers, 1986).

In line with Roger’s predictions, the number and type 
of ACTs have dramatically increased since that time. For 
instance, ATMs tripled in number from the 1980s to 
the 2000s, and similar growth has been observed for 
other ACTs (Velásquez, Chen, Yoon, & Ko, 2009) includ-
ing rapid growth online (Papsdorf, 2015). Recently, 
researchers have developed and evaluated more nuanced 
automated communication devices for health contexts, 
such as the virtual nurse programme that can perform 
basic health care routines via a flat screen interface 
(Bickmore, Pfeifer, & Paasche-Orlow, 2009), a health 
care check-out system that reduces provider data-entry 
error (Frank, Lawless, & Steinberg, 2005), and computer 
physician order entry (Kuperman & Gibson, 2003). 
Importantly, many of these ACTs are designed to play a 
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role in patient education and management. For example, 
health care providers could use ACTs to inform their 
eligible patients that it is time to screen for colon cancer 
or to as part of check-in/check-out (Dey, 2009).

Though increasingly common, automated communi-
cation is not without fault. Communication is a complex 
human behaviour which may hinder the construction 
of life-like computer algorithms (Moore, 2001). Indeed, 
ACTs may be less sensitive to conversation shifts or user 
goals (Whitworth, 2005). Consistent with this idea, past 
attempts to develop effective automated communication 
interfaces have been more prone to failure than success. 
For example, Microsoft’s automated anthropomorphous 
paper clip assistant – Clippy – frustrated and annoyed 
users and ultimately was labelled a failure (Dey, 2009; 
Veletsianos, 2007).

Due to these problems, automated communication 
may be viewed negatively by segments of the public and 
perhaps even actively avoided (Reppenger & Phillips, 
2009; Whitworth, 2005). Avoidance of automated com-
munication (AAC) is defined here as actively ignoring, 
skipping, or terminating messages that appear to orig-
inate from interactive communication databases. AAC 
is a cultivated disposition that can stem from personal, 
vicarious, or perceived experiences. Of concern, it is 
possible that avoidance could be heightened in high-
risk groups – low literacy populations, older individuals 
– that ACTs are often designed to serve (Jensen, King, 
Davis, & Guntzviller, 2010). For instance, the virtual 
nurse check-out system (Bickmore et al., 2010; Bickmore, 
Schulman, & Sidner, 2013) is designed to facilitate mean-
ingful patient check-out, notably for individuals who 
may require additional support due to educational and/
or communication deficits. If those same populations 
are prone to AAC, then such interfaces may need to be 
modified to account for dispositional avoidance as well 
as educational/communication deficiencies.

Given that automated communication is at the centre 
of many innovative communication advances it is impera-
tive that researchers theorise when and how it might influ-
ence acceptance and use of technology. Over two studies, 
a measure of AAC is proposed and evaluated, and rela-
tionships between AAC and other known predictors of 
technology use are examined (Venkatesh, Morris, Davis, 
& Davis, 2003). Understanding when and why individuals 
avoid automated communication will facilitate optimal 
design and adoption of automated technologies.

2. Study 1

AAC is a context-specific construct for researchers’ study 
the adoption and use of automated communication 
technologies (ACTs; Bickmore et al., 2009; Reppenger 
& Phillips, 2009; Whitworth, 2005). Automated com-
munication occurs when an interactive database is con-
structed to imitate human communication. Examples 
of ACTs include interactive telephone menus and 

automated teller machines (ATMs). ACTs have the 
potential to significantly influence the speed and effi-
ciency of information systems if they are adopted suc-
cessfully by the target population.

Based on past research (Venkatesh et al., 2003) and 
a conceptual understanding of AAC, it is possible to 
initially theorise several relationships. AAC should be 
negatively correlated with performance expectations and 
effort expectations, including perceived ease of use, per-
ceived usefulness, personal involvement, and playfulness 
(Agarwal & Karahanna, 2000; Agarwal & Prasad, 1998; 
Davis, 1989). Likewise, AAC should be negatively corre-
lated with comfort with technology (Rodriguez, Ooms, 
& Montañez, 2008) and cognitive absorption (Agarwal 
& Karahanna, 2000) in that avoidance should stem, in 
part, from a lack of comfort and absorption (Agarwal & 
Karahanna, 2000; Agarwal & Prasad, 1998; Davis, 1989). 
Finally, those with greater AAC should be less willing to 
use automated communication devices including those 
integrated into health care contexts. For instance, health 
systems researchers are interested in the acceptance and 
use of electronic health records (EHRs) (Papuga et al., 
2017; Tarrell, Grabenbauer, McClay, Windle, & Fruhling, 
2015; Weeger & Gewald, 2015); individuals with high 
avoidance should be less favourable to automated com-
ponents of EHRs.

Research on AAC is non-existent as there are no 
measures of the construct. Thus, it is necessary to 
develop a valid measure of AAC to facilitate additional 
research. Validating a measurement instrument is a 
multi-step process. One of the first steps is examining 
whether scores from the new instrument are correlated 
with scores from other known measures in predicta-
ble ways (DeVellis, 2003; MacKenzie, Podsakoff, & 
Podsakoff, 2011). AAC should be positively correlated 
with communication avoidance in general (Donovan-
Kicken & Caughlin, 2010); however, one exception to 
this could be individuals with social phobia.

Social phobia is an anxiety disorder wherein indi-
viduals have extreme fear of or discomfort in social 
situations (Liebowitz, 1987; Rapee & Heimberg, 1997). 
Clinical levels of social phobia exist in approximately 
12.1% of the population (Ruscio et al., 2008). Individuals 
with social phobia may be extremely anxious about pub-
lic speaking, talking with groups of people, or interacting 
with others (Rapee & Abbott, 2007). Due to this anxi-
ety, individuals with social phobia may come to prefer 
non-human or non-face-to-face communication situa-
tions (Pierce, 2009). For example, social phobia could 
compel a person to communicate more intimate infor-
mation to a virtual nurse as compared to a real nurse 
(Kang & Gratch, 2010). Thus, social phobia is an ideal 
construct for validating AAC, as individuals with this 
condition should be less avoidant of ACTs, which is 
counter to how they normally respond in interpersonal 
communication situations.
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2.1. Method

2.1.1. Participants
Undergraduate students (N = 153) voluntarily partici-
pated in a survey for extra credit. More males (66.0%) 
participated than females (34.0%). The mean age of par-
ticipants was 21.14 years (SD = 2.69). The racial back-
ground of participants was 72.5% Caucasian, 11.1% 
Asian, 3.9% Hispanic, 5.2% black or African American, 
.7% American Indian, 5.9% describing themselves as 
“other”, and one missing data.

2.1.2. Procedure
Participants were students enrolled in communication 
courses at a large university in the Midwestern United 
States. Communication courses fulfil general educa-
tional requirements, so the students in this study repre-
sent a wide range of majors. At their discretion, course 
instructors presented students with the opportunity to 
earn extra credit (equal to 3% of their final grade) by 
participating in department research studies. Interested 
students visited the research participation website and 
signed up to participate. Participants who were ready 
to complete the study had the option to connect to the 
study website and complete the survey (for .5% extra 
credit). Those visiting the website read a consent form, 
agreed to participate in the study, and then completed 
a series of demographic and psychosocial items. All 
research procedures were approved and oversaw by an 
institutional research board.

Because many participants may not have been famil-
iar with several of the terms used in the survey (i.e., 
automated communication systems, electronic health 
records, and virtual nurses) these terms were carefully 
defined in the instructions sections of the survey and 
examples were provided. To help communicate the con-
cept of automated communication systems, the survey 
provided several examples, such as customer service 
lines: “A good example is a 1-800 customer service line. 
When you call a 1-800 customer service line you often 
talk to a machine that answers your questions. That 
machine is a type of automated communication system”. 
The instructions also include the examples of ATMs and 
self-service checkouts at grocery stores. The instruc-
tions also tell participants that “In modern society, you 
encounter different types of automated communication 
all the time … When we say ‘automated communica-
tions’ in this study, we would like you to think of all of 
these things”.

The definition provided for electronic health records 
was, “EHR systems store personal health information 
(for a hospital network or clinic) and they can send mes-
sages about appointments, tests, and other information 
from your healthcare provider”. Likewise, the instruc-
tions asking participants about a virtual nurse included 
an image of a woman interacting with a virtual nurse 

programme and a written explanation. The explanation 
told participants that

A virtual nurse is a computer programme that can do 
many of the basic jobs of a nurse. For example, a virtual 
nurse can help a patient check-in to the hospital, help 
a patient check-out, and check to see if they are doing 
okay. A virtual nurse can help you read forms, may 
speak multiple languages (e.g., English and Spanish), 
and repeat information as many times as you like.

2.1.3. Measures
2.1.3.1. Avoidance of automated communication.  
Because no pre-existing scale to assess AAC existed, 
the authors developed a new scale to assess individuals’ 
feelings of utility, frustration, convenience, and anxiety 
in dealing with automated communication. A pool of 
15 items was initially developed, and all items were 
assessed on a 7-point Likert scale (strongly disagree 
to strongly agree), with all items coded so that higher 
scores indicated greater avoidance, in line with related 
measures (Kang & Kim, 2009). Some sample items 
include, “I like the fact that automated communication 
systems are not in a hurry” and “I try to avoid automated 
communication systems”. Psychometric analysis of the 
scale and all items are reported in the results section.

2.1.3.2. Comfort with technology. Rodriguez et al. 
(2008) Comfort with Technology scale is a 9-item scale 
measuring respondents’ comfort levels performing a 
variety of computer-related tasks. Items were assessed 
on a 5-point scale (extremely uncomfortable to extremely 
comfortable). The scale was found to be reliable (α = .97, 
M = 3.79, SD = .72)

2.1.3.3. Perceptions of technology. Past research has 
found that several perceptual variables are significant 
predictors of intention to utilise various technologies, 
including perceived ease of use (α  =  .89, M  =  4.86, 
SD  =  1.19), perceived usefulness (α  =  .95, M  =  3.94, 
SD = 1.61), personal innovativeness (α = .81, M = 4.17, 
SD  =  .93), and playfulness with technology (α = .94, 
M  =  3.60, SD  =  1.32) (Agarwal & Karahanna, 2000; 
Agarwal & Prasad, 1998; Davis, 1989). All measures were 
adapted to refer to automated communication, and in all 
cases measures were assessed on a 7-point Likert scale 
(strongly disagree to strongly agree).

2.1.3.4. Cognitive absorption. Agarwal and 
Karahanna’s (2000) 20-item measure of Cognitive 
Absorption captures the extent to which individuals 
become deeply involved in their use of software. The 
scale is measured on a 7-point Likert scale (strongly 
disagree to strongly agree). The original measure 
specifically targeted use of “the Web”, which was replaced 
by “automated communication” for the purposes of 
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were assessed on a 7-point scale ranging from extremely 
uncomfortable to extremely comfortable.

2.2. Results

Approximately 2% of the data were missing and 
replaced using expectation maximisation (Schafer & 
Olsen, 1998). Based on inter-item correlations, 6 of the 
items (items 1, 2, 3, 10, 11, and 15) were poorly corre-
lated with the group (inter-item correlations less than 
.50). Micceri (1989) observed that, when tested, most 
data-sets violate assumptions of multivariate normal-
ity. Fortunately, Micceri also argued that multivariate 
abnormality could often be corrected for or, for many 
analyses, simply ignored. Consistent with his arguments, 
seven items were significantly skewed and nine items 
were significantly kurtotic (see Table 1). As a set, the 
items exhibited significant multivariate abnormality, 
skewness  =  50.42, Z-score  =  9.93, p  <  .001, and kur-
tosis = 323.08, Z-score = 6.75, p < .001. In the current 
research, data abnormality is only of concern for the 
confirmatory factor analysis reported in Study 2 (more 
details are provided in that analysis).

2.2.1. Exploratory factor analysis
To explore the factor structure of the AAC items, prin-
cipal axis analysis with direct oblimin rotation was uti-
lised. The nine items with inter-item correlations greater 
than .50 were included in the model. Parallel analysis 
was used to estimate a priori thresholds for eigenvalues 
based on the number of items (9), sample size (153), and 
1000 replications. In the past, researchers have used a 
rule of thumb (eigenvalues greater than 1.0) in this type 
of analysis, but parallel analysis provides a more rigorous 
cut-off point based on design (Patil, Singh, Mishra, & 
Donovan, 2008). Principal axis analysis revealed that 
only the first factor had an eigenvalue (4.84) greater than 
the parallel analysis cut-off point (1.39). The first factor 
explained 53.77% of the variance. All nine items had 
factor loadings greater than .56. Accordingly, all nine 

this study. The scale was found to be reliable (α = .85, 
M = 3.77, SD = .80).

2.1.3.5. Social anxiety/phobia. The Liebowitz 
Social Anxiety/Phobia scale (Liebowitz, 1987) consists 
of 48 items measured on a 4-point scale (extremely 
uncomfortable to extremely comfortable) that assess fear/
anxiety and avoidance of a variety of social situations 
such as meeting strangers or eating in public places. The 
scale is constructed by totalling participant responses 
within each subscale, with higher scores indicating 
greater levels of anxiety. Both subscales were reliable 
in the present study: fear/anxiety subscale (α = .87, 
M = 39.88, SD = 8.88) and avoidance subscale (α = .89, 
M = 41.54, SD = 10.44).

2.1.3.6. Intention to use automated communication 
technologies. A 3-item Intention to Use ACTs scale 
was designed to assess whether individuals plan to 
utilise automated communication systems. The measure 
was based on Agarwal and Karahanna’s (2000) 3-item 
intention to use the web instrument and is assessed on a 
7-point Likert scale (strongly disagree to strongly agree). 
Items included, “I plan to use automated communication 
technologies in the future”, “I intend to continue using 
automated communication technologies in the future”, 
and “I expect my use of automated communication 
technologies to continue into the future” (α = .95, 
M = 4.76, SD = 1.50).

2.1.3.7. Comfort with EHR systems. The 6-item 
Comfort with EHR Systems scale was developed based 
on Rosenberg’s (1956) Faith in People scale and used to 
examine whether individuals felt worried, insecure, or 
resistant to storing their personal health information in 
an electronic health records system (α = .80, M = 4.13, 
SD  =  1.01). In addition to the scale, participants 
responded to six EHR scenarios that examined their 
comfort with various hypothetical situations (see 
Appendix A for the scenarios). In both cases, measures 

Table 1. Summary statistics for aaC items – study 1.

Notes: means, standard deviations, skew, and kurtosis for aaC items. For means, all items have been coded so that higher scores indicate greater avoidance. 
Items used in the final 9-item scale are marked with an (#).

*p < .05.

M (SD) Skew Kurtosis Factor loadings
(1) It is often more efficient than face-to-face communication 4.40 (1.66) −.32 −.77* –
(2) aC systems typically have all the options a person might choose 4.99 (1.41) −.42* −.67* –
(3) Unlike face-to-face communication, I know what to expect from an aC system 3.75 (1.54) .36 −.60* –
(4) I like the predictability of aC.# 4.23 (1.60) −.02 −.75* .64
(5) aC systems are often frustrating.# 5.27 (1.52) −.78* −.05 .71
(6) It is often annoying trying to interact with aC systems.# 5.29 (1.48) −.82* .12 .79
(7) I can never get the right information from aC systems.# 4.34 (1.44) −.08 −.57 .74
(8) I try to “get to a person” as quickly as I can when confronted with an aC system.# 5.16 (1.68) −.68* −.38 .79
(9) I like the fact that aC systems are not in a hurry.# 4.38 (1.74) −.05 −1.03* .57
(10) It is helpful that aC systems are often available 24 h a day. 2.45 (1.41) 1.28* 1.41* –
(11) aC systems can often find information faster than a live person can. 4.29 (1.63) −.07 −.75* –
(12) I try to avoid aC systems.# 4.37 (1.59) −.03 −.75* .75
(13) I prefer the personal touch of face-to-face communication.# 5.24 (1.31) −.56* −.28 .56
(14) It is easier to get what I want from a live person.# 5.41 (1.41) −.86* .34 .67
(15) I am concerned that aC systems could leak my personal information. 3.63 (1.64) .24 −.84* –
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a latent variable accounts for more variance in its indi-
cator variables than it shares with other latent variables 
(i.e., the other constructs) in the same model. It does so 
by calculating the average variance extracted (AVE) for 
each construct in the model and then comparing that 
with the squared correlations between the constructs. If 
the square root of the AVE is greater than the bivariate 
correlations, then discriminant validity has been estab-
lished (Fornell & Larcker, 1981). SmartPLS software 
(Ringle, Wende, & Becker, 2015) was used to compute 
AVEs for AAC and cognitive absorption, comfort with 
technology, EHR comfort, ACT use intentions, perceived 
ease of use, playfulness, and usefulness. As seen in Table 
3, the square root of the AVE is substantially larger than 
the absolute value of the correlations between it and the 
other constructs, demonstrating discriminant validity.

Recently, it has been suggested that a heterotrait-
monotrait (HTMT) analysis is more sensitive to dis-
criminant validity than either the FornellLarcker 
criterion or assessing cross-loadings (Henseler, Ringle, 
& Sarstedt, 2015). An HTMT analysis looks at the “heter-
otrait-monotrait (HTMT) ratio of indicator correlations, 
which is the average of the hetereotrait-heteromethod 
correlations … relative to the monotrait-heteromethod 
correlations...” (Henseler et al., 2015, p. 121). The most 
conservative criterion for determining whether or not 
an HTMT analysis demonstrates discriminant validity 
is if the value of the HTMT is less than .85, discriminant 
validity has been demonstrated (Henseler et al., 2015; 
Kline, 2011). Once again, the SmartPLS (Ringle et al., 
2015) software was used to compute the HTMT values 
for AAC and cognitive absorption, comfort with tech-
nology, EHR comfort, ACT use intentions, perceived 
ease of use, playfulness, and usefulness. As can be seen 
in Table 4, all HTMT values are less than .85, confirm-
ing the discriminant validity assessment provided by the 
FornellLarcker criterion test.

2.2.4. ACT use and comfort
In addition to examining bivariate relationships, it is 
also valuable to examine the relationship between AAC, 
intentions to use ACTs, and EHR comfort when con-
trolling for demographics (age, sex, race) and a known 
predictor of intention/comfort (comfort with technol-
ogy). Partial correlations were calculated between the 
AAC scale and several ACT use/comfort measures con-
trolling for age, sex, race, and comfort with technology. 
AAC was significantly related to intentions to use ACTs 
(r = −.26, p = .002), EHR comfort (r = −.23, p = .005), and 
scenarios 2 (r = −.24, p = .004), 4 (r = −.29, p < .001), and 
5 (r = −.19, p = .021). Interestingly, AAC was not related 
to scenario 1 (r = .01, p = .883), 3 (r = −.14, p = .098), 
and 6 (r = −.15, p = .076). Thus, those with higher AAC 
were not comfortable with personalised emails/letters 
from their providers about recommended screening 

items were retained and used to make an AAC index 
(M = 4.85, SD = 1.12, skew = −.39, kurtosis = −.01, range: 
1.56 – 7.00; higher scores equate to more avoidance).

2.2.2. Convergent and divergent validity
A bivariate correlation matrix was constructed to exam-
ine the zero-order relationship between AAC and other 
measures. The AAC scale was significantly related to sex 
such that females exhibited greater avoidance (see Table 
2). It was not significantly related to age, race, or comfort 
with technology. The latter supports the validity of the 
construct as it suggests AAC is not simply a measure of 
general comfort with technology. AAC was negatively 
related to all of the perceptions of technology measures 
as well as cognitive absorption. All of these measures 
were adapted to refer to automated communication 
technologies; therefore, it is logical that AAC would 
be negatively correlated with each modified scale (e.g., 
greater avoidance is related to decreased perceived ease 
of use). Moreover, consistent with the explication of the 
construct, AAC was negatively related to the avoidance 
subscale of the social phobia index and unrelated to the 
fear/anxiety subscale. In other words, participants more 
likely to avoid social situations (i.e., interactions with live 
people) were more likely to prefer automated communi-
cation (i.e., interactions with machines). This is a good 
indicator that AAC captures an avoidant, anxiety-based 
orientation towards ACTs that intentions to use ACTs 
does not, as the latter has no relationship with the avoid-
ance dimension of social phobia. AAC was negatively 
related with intention to use ACTs, EHR comfort, and 
four of the EHR scenarios (2, 4, 5, and 6).

In addition to examining AAC’s relationship with all 
of the other measures, it is important to consider how 
those other measures are related and whether the over-
all pattern of relationships supports AAC as a distinct 
construct. For example, only two measures are correlated 
with the avoidance dimension of social phobia: AAC and 
the fear dimension of social phobia. Perceptions of tech-
nology, cognitive absorption, intentions to use ACTs, 
EHR comfort, and the EHR scenarios are all unrelated 
to the avoidance dimension of social phobia. Not only 
does this support AAC as a measure of avoidance, but it 
also supports the divergence of AAC and the avoidance 
dimensions of social phobia as the former is related to 
almost all of the other technology perception/intention 
measures whereas the latter is related to none. AAC is a 
measure of avoidance, but avoidance of a particular form 
that is distinguishable from social avoidance in general.

2.2.3. Discriminant validity
Following the recommendations of Compeau and 
Higgins (1995), the Fornell-Larcker criterion (1981) 
was used to assess the discriminant validity of the AAC. 
The FornellLarcker criterion determines whether or not 
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3.1. Method

3.1.1. Participants
Participants were recruited from seven shopping malls. 
Sixteen hundred adults were recruited and a subsam-
ple (N  =  299) was randomly assigned to the current 
study. Participants completed pen and paper surveys. 
Members of the research team provided participants 
with assistance by request or if a participant seemed to 
be struggling with questions. A few participants (n = 32) 
required some or all of the survey to be read to them 
due to literacy issues or physical limitations (e.g., poor 
eyesight). Participants were given a $10 gift card for 
completing the survey. All research procedures were 
approved and oversaw by an institutional research board.

More females (60.2%) participated than males 
(38.5%). Participants ranged from 18 – 90 years of age, 
with a mean age of 30.98 years (SD = 12.18). Given the 
increasing ubiquity of automated health systems and the 
fact that older patients have a much higher rate of health 
care visits (doctor’s offices, emergency departments, hos-
pital visits, and home visits; National Center for Health 
Statistics, 2016) than younger patients, they are more 
likely to come into contact with automated health sys-
tems. As such, it may also be helpful to note that 19.5% 
of the sample was over age 40. The participants were 
predominantly Caucasian: 79.3% Caucasian, 13.0% 
African-American, 2.0% Hispanic, Latino, or Spanish 
Origin, 4.3% Asian or Pacific Islander, 1.3% American 
Indian or Native American, and 2.3% described them-
selves as “other” (participants could check more than 
one category). Education was distributed as follows: less 
than a high school degree (3.3%), high school degree 
(22.1%), one year of college/vocational training (28.8%), 
2–3 years of college/vocational training (28.4%), 4 year 
college graduate (16.1%), and 4 missing data. Most par-
ticipants owned a computer (93.3%) and had access to 
high-speed internet (88.3%).

3.1.2. Measures
In addition to the AAC, participants in study 2 com-
pleted several measures identical to those used in study 
1 including behavioural intention to use automated com-
munication (α = .92, M = 4.32, SD = 1.72), comfort with 
EHR (α = .85, M = 4.05, SD = 1.43), and comfort with 

tests (scenario 2) or medical tests (scenario 4), nor did 
they like a touch screen system that could summon a live 
nurse if needed (scenario 5). Alternatively, those with 
higher AAC were not avoidant of having their data used 
for research (scenario 1), provider emails/letters about 
screening tests if they could choose to not receive them 
(scenario 3), or touch screen interfaces if there was a live 
nurse nearby (scenario 6).

3. Study 2

In study 1, the AAC scale demonstrated strong internal 
reliability as well as convergent and divergent validity. 
From a psychometric standpoint, the results of study 1 
provide a foundation for a follow-up study – specifically, 
a confirmatory factor analysis of the AAC scale within 
a more representative population. To that end, a sec-
ond study was carried out with a sample of adults. AAC 
was only related to one demographic variable in study 
1 (sex); however, college student samples exhibit less 
variance on several demographics (education, age) that 
could be meaningfully related to avoidance. For instance, 
it is logical that younger individuals might be less avoid-
ant perhaps partially due to greater comfort or famili-
arity with technology. Study 2 also sought to examine 
whether AAC was related to other health care-focused 
automated communication devices. Notably, partici-
pants in the second study were queried about the virtual 
nurse to examine whether individuals with higher AAC 
were less willing to interact with an automated relational 
agent (Bickmore et al., 2009).

Table 3. Fornelllarcker discriminant validity analysis.

Notes: the square root of the aVes is found in the shaded boxes along the diagonal. all other numbers are correlations.

1 2 3 4 5 6 7 8
(1) aaC .69
(2) Cognitive absorption −.45 .67
(3) Comfort w/technology −.13 −.04 .91
(4) eHR comfort −.25 .06 .28 .72
(5) Behavioural intention −.27 .44 .05 .23 .95
(6) ease of use −.37 .49 −.08 .00 .41 .86
(7) Playfulness −.28 .72 .01 .06 .40 .34 .86
(8) Usefulness −.42 .65 −.05 .07 .46 .50 .53 .93

Table 4. Heterotraitmonotrait (Htmt) discriminant validity 
results.

Notes: Scores lower than .85 represent discriminant validity. For example, 
the Htmt score between aaC and Cognitive absorption is .51, well 
below .85.

1 2 3 4 5 6 7
(1) aaC
(2) Cognitive 

absorption
.51

(3) Comfort w/
technology

.17 .10

(4) eHR comfort .38 .17 .30
(5) Intentions to 

use aCt
.29 .46 .06 .26

(6) ease of use .38 .51 .10 .10 .46
(7) Playfulness .30 .74 .06 .15 .42 .34
(8) Usefulness .43 .68 .06 .10 .48 .53 .56
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non-normal, CFA was carried out using the asymptotic 
covariance matrix. Thus, a SatorraBentler (S-B) χ2 is 
reported, which adjusts for non-normal distributions 
(see Satorra & Bentler, 2010). In addition to the S-B χ2, 
which can be sensitive to sample size, five other fit indi-
ces were examined: χ2/df ratio, CFI, RMSEA, SRMR, and 
Model AIC. The χ2/df ratio adjusts for sample size by 
dividing the χ2 by the degrees of freedom. Ratios below 
three indicate a good fit to the data (Kline, 2011). For 
CFI, conventional standards suggest .95 or higher to 
indicate good fit (Hu & Bentler, 1999). For RMSEA, .08 
and lower indicate good fit (Holbert & Stephenson, 2008; 
Hu & Bentler, 1999). The Standardised RMR (SRMR) 
indicates good fit at .08 or lower (Hu & Bentler, 1999). 
The Model AIC is used to compare different models; 
lower scores indicate better fit (Akaike, 1987).

The initial 9-item model was not a good fit for the 
data, S-B χ2 (27, N  =  299) = 176.92, p  <  .001, χ2/df 
ratio = 6.55, CFI = .91, RMSEA = .14 (90% CI: .12, .16), 
SRMR = .10, Model AIC = 212.92. An examination of 
the modification indices revealed that model fit would 
be significantly enhanced by allowing error-term cor-
relations for AAC5 and AAC6, AAC4 and AAC9, and 
AAC13 and AAC14. Bentler (2010) noted that corre-
lated error-terms should be explained, though he also 
argued that they may be unavoidable. In this case, the 
correlation is logical for AAC5 and AAC6 as the items 
contain similar language (e.g., “often frustrating” and 
“often annoying”) which likely led to spurious corre-
lations independent of the latent construct. Likewise, 
AAC4 and AAC9 both begin with the same clause, “I 
like” which likely triggers spurious correlation. The same 
is true of AAC13 and AAC14 which both refer to inter-
acting with a live person. A revised model was tested 
allowing for an error-term correlation between AAC5 
and AAC6, AAC4 and AAC9, and AAC13 and AAC14. 
The revised model was an excellent fit for the data, S-B 
χ2 (24, N  =  299) = 33.62, p  =  .09, χ2/df ratio  =  1.40, 
CFI = .99, RMSEA = .04 (90% CI: .00, .06), SRMR = .04, 
Model AIC = 75.62 (see Figure 1). Again, the final 9-item 
AAC proved to be highly reliable (M = 5.06, SD = 1.15, 
α = .83, skewness = −.28, kurtosis = −.69).

3.2.2. Convergent and divergent validity
The AAC scale was positively related to age, with older 
individuals expressing greater avoidance (see Table 6). 
The AAC scale was unrelated to sex, race, income, edu-
cation, having high-speed Internet, computer comfort, 
or health literacy.

3.2.3. ACT use and comfort
Partial correlations were calculated between the AAC 
scale and several ACT use/comfort measures (con-
trolling for age, sex, race, and computer comfort). AAC 
was significantly related to intentions to use ACTs 
(r = −.57, p < .001), EHR comfort (r = −.42, p < .001), 

technology (α = .96, M = 3.64, SD = .73). Participants 
also completed an 8-item scale measuring comfort with 
the virtual nurse (α = .91, M = 2.46, SD =  .91) and a 
4-item scale measuring attitude towards the virtual nurse 
(α = .78, M = 2.97, SD = .97). In both cases, responses 
were assessed on a 5-point Likert scale ranging from 
strongly disagree to strongly agree. Finally, since health 
literacy has proven to be a significant variable in health 
communication research, a single-item measure of 
health literacy (5-point scale, strongly disagree to strongly 
agree) was included in the protocol (Morris, MacLean, 
Chew, & Littenberg, 2006; M = 1.90, SD = 1.02).

3.2. Results

Approximately 3% of the data were missing and replaced 
using expectation maximisation (Schafer & Olsen, 
1998). As a set, the items exhibited significant multi-
variate abnormality, skewness = 14.81, Z-score = 15.76, 
p < .001, and kurtosis = 154.26, Z-score = 10.99, p < .001 
(see Table 5).

3.2.1. Confirmatory factor analysis
The nine-item AAC scale identified in study 1 was 
subjected to confirmatory factor analysis (CFA). The 
basic measurement model consisted of one latent var-
iable (AAC) and nine indicators. Model estimation 
was carried out using Lisrel 8.8. Because the data were 

Table 5. Summary statistics for aaC items – study 2.

Notes: means, standard deviations, skew, and kurtosis for aaC items. For 
means, all items have been coded so that higher scores indicate greater 
avoidance. Items used in the final 9-item scale are marked with an (#).

*p < .05.

M (SD) Skew Kurtosis
(1) It is often more efficient than 

face-to-face communication
3.59 (1.99) .36* −1.12*

(2) aC systems typically have all the 
options a person might choose

2.95 (1.50) .45* −.49*

(3) Unlike face-to-face communica-
tion, I know what to expect from 
an aC system

3.80 (1.79) .08 −.98*

(4) I like the predictability of aC# 3.55 (1.85) .22 −1.03*
(5) aC systems are often frustrating# 2.63 (1.77) .97* −.07
(6) It is often annoying trying to 

interact with aC systems#
2.66 (1.81) 1.02* .06

(7) I can never get the right informa-
tion from aC systems#

3.71 (1.66) .11 −.63*

(8) I try to “get to a person” as quick-
ly as I can when confronted with 
an aC system#

2.58 (1.87) .96* −.30

(9) I like the fact that aC systems are 
not in a hurry#

3.42 (1.83) .31* −.87*

(10) It is helpful that aC systems are 
often available 24 h a day

5.69 (1.42) −.05* .62

(11) aC systems can often find 
information faster than a live 
person can

3.64 (1.83) .15 −.94*

(12) I try to avoid aC systems# 3.25 (1.92) .41* −1.02*
(13) I prefer the personal touch of 

face-to-face communication#
2.37 (1.45) .88* −.19

(14) It is easier to get what I want 
from a live person#

2.27 (1.35) .95* .32

(15) I am concerned that aC 
systems could leak my personal 
information

3.80 (2.02) .10 −1.26*
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favour automated communication (study 1). Consistent 
with the logic of the construct, less avoidant individuals 
were more interested in and comfortable with automated 
communication, including EHRs and virtual nurses.

Future research with the AAC scale should examine 
whether certain features of automated interfaces trig-
ger avoidance. There are several promising features to 
explore as AAC research advances. It has been argued 
that Microsoft’s Clippy failed primarily because it fre-
quently interrupted users with non-relevant queries and 
information, a behaviour that was perceived as impo-
lite (Whitworth, 2005). Decreasing avoidant behaviour 
may require the reconfiguration of ACTs within a more 
human-centred framework that considers the ramifica-
tions and interactions between users, organisations, and 
communication interfaces (Maglio, Kwan, & Spohrer). 
Relatedly, Dey (2009) noted that many adaptive appli-
cations are rejected by users because they lack sufficient 
intelligibility – that is, users are unable to understand 

comfort with the virtual nurse (r = −.31, p < .001), and 
attitudes towards the virtual nurse (r = −.33, p < .001). 
Although the correlation between AAC and intentions 
to use ACTs was fairly high (r = −.60), MacKenzie et 
al. (2011) argue that correlations below r = .71 tend to 
indicate discriminant validity between the constructs, 
given that a correlation of .71 indicates that the con-
structs share less than half of their variance. In this case, 
AAC and intentions to use ACT are conceptually con-
nected (as would be expected), but do not share enough 
variance to support the argument that they are measures 
of the same construct.

4. Discussion

The present study developed and validated the AAC 
scale. Older individuals were more likely to avoid auto-
mated communication (study 2) whereas avoidance-ori-
ented individuals with social phobia were found to 

Figure 1. Confirmatory factor analysis of the study 2 aaC scale. Item 1 in the CFa corresponds to item 1 in table 1.

Table 6. Correlation matrix – study 2.

Notes: Bivariate correlations among variables in Study 2. Higher aaC scores 
indicate greater avoidance.

*p < .05.

1 2 3 4 5 6 7 8 9 10 11 12
(1) aaC –
(2) age .12* –
(3) Sex −.02 .11 –
(4) Race/ethnicity .00 .10 .00 –
(5) Income −.07 .27* .06 .21* –
(6) education .02 .24* .04 −.14* .12 –
(7) Have high speed Internet −.07 −.12* .02 −.08 .07 .18* –
(8) Computer comfort −.08 −.17* −.07 −.03 −.07 .10 .09 –
(9) Health literacy .01 −.20* .01 −.04 −.13 −.19* .00 .00 –
(10) Behavioural intentions −.56* −.02 .04 .09 .15* .08 .11 .04 −.11 –
(11) eHR comfort −.43* −.10 −.07 .06 .10 .09 .05 .17* −.08 .35* –
(12) Virtual nurse – attitude −.31* .09 −.01 −.02 .01 .14* .08 .16* −.07 .26* .39* –
(13) Virtual nurse – comfort −.32* −.06 −.09 −.06 −.07 .05 .11 .14* −.02 .26* .43* .70*
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were in sync with the speaker’s words. This suggests 
that the quality of non-verbal feedback that automated 
agents provide will likely have a significant impact on the 
efficacy of relational agents for reaching socially phobic 
populations. Relational agents aside, researchers should 
consider the possibility that individuals with social pho-
bia will be less avoidant, and more effective, when using 
ACTs that exhibit clear structure. Individuals with social 
phobia have performed better in social situations with 
clearly defined structure (Rapee & Heimberg, 1997).

Ultimately, a key aspect of the work going forward is 
identifying how individuals high and low in AAC react 
to different ACT features. It is possible, for example, that 
features of ACT that appeal to people in general will 
have no impact on individuals with high AAC, or even 
a negative impact. For example, research on interactive 
interfaces has suggested that for the vast majority of indi-
viduals, a system that is able to recall previous inputs 
and use them in guiding future interactions (sometimes 
referred to as “contingency”) is a highly attractive fea-
ture (Sundar, Jia, Waddell, & Huang, 2015). However, 
for individuals with high AAC, this responsiveness and 
storing of information may be off-putting, given that it 
would increase variability in the system response and 
reduce the reliability of the interaction, features that 
those high in AAC find to be irritating.

Conversely, features that are meaningless to most 
might be highly attractive to those with high levels of 
AAC. For example, one of the primary factors in AAC 
is that people high in AAC find ACTs to be frustrating 
or annoying. A possible way around this issue would 
be to increase the politeness of the language used in 
ACT systems (e.g., “Would you please enter your date 
of birth?” as opposed to “Enter your date of birth.”). 
Research has shown that when automated systems dis-
play politeness, there is a reciprocity effect, with the 
users showing greater tolerance and increased positive 
evaluations of the system (Hoffmann, Kramer, Lam-chi, 
& Kopp, 2009; Nass, Moon, & Carney, 1997; Reeves & 
Nass, 1996). Although most users may not care whether 
or not the system is “polite” (instead appreciating its util-
ity), those high in AAC may be strongly effected by a 
small change in wording.

Currently, advances in ACTs are being driven by the 
structural needs of organisations, technological innova-
tion, and the perceptions of designers and profession-
als, with a general emphasis placed on product usability. 
However, it cannot be assumed that simply improving 
the quality of AACs will benefit the entire population. 
This study found that social phobics actually have an 
attraction towards ACTs, and it is possible that other 
populations that often face difficulty with face to face 
interactions (e.g., autistic people) may also prefer to 
engage with ACTs at their current level of technical 
refinement. Future research should push to examine 
the exact impact of varying features in ACTs, including 

how and why the technology responds in a given sit-
uation. Intelligibility, a form of interface transparency, 
encourages user trust in the application and allows 
users to better navigate and self-correct. ACTs that act 
without cause or encumber users during interaction 
will likely dissuade avoidant populations and perhaps, 
as with politeness, cultivate greater avoidance among 
dissatisfied users. Older individuals, on the other hand, 
may favour larger interfaces that don’t rely heavily on 
numerical information (Jensen et al., 2010). Given the 
relationship between AAC and age, identifying features 
that reduce avoidance and encourage diffusion within 
older populations should be an objective of health infor-
mation systems research. This is especially important 
given that the majority of consumers of EHRs and other 
health systems ACTs are older adults (National Center 
for Health Statistics, 2016). Even outside of the health 
context, ACTs are becoming more and more ubiquitous 
and the population of the US – as well as several other 
nations – is ageing rapidly. In order to ensure that this 
population is well-served, the interconnections between 
AAC and age should continue to be examined.

The current study suggests that ACTs could be par-
ticularly valuable for individuals with social phobia. In 
study 1, individuals with social phobia exhibited lower 
AAC, a finding that is consistent with the explication of 
both constructs. Past research parallels this finding as 
teens with social phobia have self-reported greater use of 
technologies – online chatting and cell phone texting – 
that allow for less face-to-face interaction (Pierce, 2009).

In line with this idea, people with high social phobia 
may prefer interfaces that allow them to disclose personal 
information without human-to-human interaction. In 
one study (Kang & Gratch, 2010), participants disclosed 
a greater amount of more intimate information to a vir-
tual avatar than a webcam video of a real human. If this 
holds true for ACT contexts, then relational agents, like 
the virtual nurse, could be effective at reaching socially 
phobic populations, although researchers should test the 
assumption that more lifelike computer interfaces are 
preferred by this subgroup.

It is possible that as relational agents become more 
lifelike they will cultivate avoidance in individuals with 
social phobia, especially as interactive programmes 
gain the ability to read and react to non-verbal infor-
mation (Bickmore et al., 2010; Gamble & Rapee, 2010). 
Individuals with social phobia are sensitive to monitor-
ing and often (incorrectly) perceive that their non-ver-
bal behaviour is incorrect or inadequate (Rapee & 
Heimberg, 1997). This is well illustrated by a study Kang, 
Gratch, Wang, and Watt (2008) conducted that found 
that when socially anxious participants were faced with 
an avatar whose non-verbal responses did not match 
the speaker’s words they were both more embarrassed 
and rated their self-performance more poorly than when 
they interacted with avatars whose non-verbal signals 
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Appendix A. EHR scenarios
How comfortable are you with the following scenarios:
Scenario #1:
Your health care system allows researchers to use health information from their EHR database to advance understanding of 
health. The health information is stripped of all identifying information (names, ID numbers, home towns) before the research-
ers are given access to it.
Scenario #2:
Your health care system uses an EHR system to send you personalised emails and/or letters that provide you with information 
about recommended screening tests (e.g., colonoscopies).
Scenario #3:
Your health care system uses an EHR system to send you personalised emails and/or letters that provide you with information 
about recommended screening tests (e.g., colonoscopies). However, you only receive the messages if you request to receive 
them.
Scenario #4:
Your health care provider uses an EHR system to send you personalised emails and/or letters that tell you the results of your 
medical tests.
Scenario #5:
Instead of filling out a pen-and-paper form, your health care system has you register for an appointment using a touch screen 
computer in the lobby of the hospital or clinic. If you need a live person for help, you can press a button on the screen to sum-
mon a nurse.
Scenario #6:
Instead of filling out a pen-and-paper form, your health care system has you register for an appointment using a touch screen 
computer in the lobby of the hospital or clinic. If you need a live person for help, there is a nurse sitting nearby for assistance.

http://www.smartpls.com
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